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Synchrotron Radiation-Based Tomography of an Entire
Mouse Brain with Sub-Micron Voxels: Augmenting
Interactive Brain Atlases with Terabyte Data

Mattia Humbel, Christine Tanner,* Marta Girona Alarcón, Georg Schulz,
Timm Weitkamp, Mario Scheel, Vartan Kurtcuoglu, Bert Müller, and Griffin Rodgers

Synchrotron radiation-based X-ray microtomography is uniquely suited for
post-mortem 3D visualization of organs such as the mouse brain.
Tomographic imaging of the entire mouse brain with isotropic cellular
resolution requires an extended field-of-view and produces datasets of
multiple terabytes in size. These data must be reconstructed, analyzed, and
made accessible to domain experts who may have limited image processing
knowledge. Extended-field X-ray microtomography is presented with 0.65𝛍m
voxel size covering an entire mouse brain. The 4495 projections from 8 × 8
offset acquisitions are stitched to reconstruct a volume of 150003 voxels. The
microtomography volume was non-rigidly registered to the Allen Mouse Brain
Common Coordinate Framework v3 based on a combination of image
intensity and landmark pairs. The data were block-wise transformed and
stored in a public repository with a hierarchical format for navigation and
overlay with anatomical annotations in online viewers such as Neuroglancer
or siibra-explorer. This study demonstrates X-ray imaging and data
processing for a full mouse brain, augmenting current atlases by improving
resolution in the third dimension by an order of magnitude. The 3.3-teravoxel
dataset is publicly available and easily accessible for domain experts via
browser-based viewers.

1. Introduction

Understanding the relationship between structure and func-
tion in the brain is a unique challenge and requires high-

M. Humbel, C. Tanner, G. Schulz, B. Müller, G. Rodgers
Biomaterials Science Center
Department of Biomedical Engineering
University of Basel
Hegenheimermattweg 167B/C, Allschwil 4123, Switzerland
E-mail: christine.tanner@unibas.ch

The ORCID identification number(s) for the author(s) of this article
can be found under https://doi.org/10.1002/advs.202416879

© 2025 The Author(s). Advanced Science published by Wiley-VCH
GmbH. This is an open access article under the terms of the Creative
Commons Attribution License, which permits use, distribution and
reproduction in any medium, provided the original work is properly cited.

DOI: 10.1002/advs.202416879

resolution brain imaging.[1] This is com-
plicated by the fact that the length scales
of structures of interest span many or-
ders of magnitude, even for smaller mam-
malian species. The mouse brain has a
width of about 1 cm, while individual cells
are typically 1 μmto 10 μm in size, and
the width of synaptic connections can be
below 100 nm.[1] Three-dimensional map-
ping of the brain’s cytoarchitecture over
these length scales requires complementary
imaging modalities. X-ray micro- and nan-
otomography are promising techniques for
volumetric imaging of physically soft tis-
sue, with hard X-ray microtomography of-
fering non-destructive imaging at microm-
eter or sub-micrometer resolution.[2–7] X-
ray nanoholotomography, where geometric
magnification with a highly focused X-ray
beam is combined with multiple-distance
images to provide a quantitative phase
map,[8] allows for visualization of structures
down to tens of nanometers in size.[9,10]

While these techniques have been success-
fully employed for brain tissue, usually only

sub-volumes on the order of 10 mm3 are accessible, compared to
a volume of 500 mm3 for the full mouse brain.[11] Bridging this
gap toward full-brain microtomography at cellular resolution has
become an active area of research in recent years.[12–16]
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The field-of-view (FOV) offered by X-ray microtomography de-
tector systems is limited by the number of pixels and the desired
pixel size. Taking the Hamamatsu Orca Flash 4.0 V2 detector in
use at the Anatomix beamline of Synchrotron Soleil[17,18] as an
example, the camera has 2048 × 2048 pixels and a pixel size of
6.5 μm. With a 10× magnifying objective, this gives a FOV of
1.3mm × 1.3mm. Thus, the FOV needs to be extended to cover
the entire mouse brain. Extending the FOV in the vertical direc-
tion, i.e., parallel to the tomographic rotation axis, is possible by
translation of the specimen along the rotation axis, either in a he-
lical scan with simultaneous rotation and vertical translation, or
by acquiring multiple scans at distinct height steps and stitching
the reconstructed volumes together. Two approaches have been
pursued for lateral extension of the FOV. One approach is to ac-
quire single FOV tomograms and translate the sample on top of
the rotation stage between scans to cover the sample’s entire cross
section. The volumes are then stitched after reconstruction.[14,19]

An alternative scheme is to translate the rotation axis laterally
with respect to the detector and acquire images over 360 degrees
for each rotation axis position, which can then be stitched to pro-
duce extended-field projections.[12,20] The first approach has the
advantage that it allows for standard reconstruction of each to-
mogram. It is also robust to some degree of sample deforma-
tions during acquisition when combined with non-rigid stitch-
ing of reconstructed volumes.[14] However, this acquisition ap-
proach requires correction of artifacts arising from reconstruc-
tion of truncated sinograms (also known as the local tomography
problem).[21–23] The second approach requires dedicated software
for projection stitching and large-volume reconstruction.[12,15,20]

The tilt angles of the rotation stage need to be aligned more pre-
cisely with respect to both the beam direction and the detector
pixel rows than for standard microtomography scans. The sec-
ond approach has, however, been shown to be more dose- and
time-efficient.[13]

The resulting dataset covering the volume of the entire mouse
brain with 0.65 μm voxel size will require 3 TB of storage space
at 16-bit precision. Sharing such a large image with the neuro-
science community brings challenges in terms of data access,
navigation, registration, and segmentation. To leverage existing
brain atlas annotations and allow the community to better nav-
igate the large dataset, the microtomography volume must be
registered to an atlas. Yet the registration of large volumes of-
ten proves challenging, as it can lead to excessive runtimes or
be constrained by memory limitations. To address these issues,
we developed a distributed multi-resolution approach, where the
large volumes are divided hierarchically into regions to circum-
vent memory limitations. This approach was used to register
a multi-terabyte sized microtomography volume to the Allen
Mouse Brain Common Coordinate Framework v3 (CCFv3).[24]

The effective sharing of research data within multidisci-
plinary communities requires easy access and interpretability.
For imaging data, this ideally means online tools for visualiz-
ing, sharing, and annotating volumes instead of large reposito-
ries with only data download options. Recently, interactive visu-
alization platforms have been developed for displaying volumes
of mega- to petavoxel size, including siibra-explorer[25] and
Neuroglancer.[26] siibra-explorer is a browser-based viewer
for brain atlases that allows seamless querying of semantically
and spatially anchored datasets thanks to tight integration with

the Human Brain Project Knowledge Graph. Neuroglancer is a
multi-resolution viewer capable of displaying tera- to petavoxel-
sized datasets and their segmentations fast enough to be prac-
tical. The location and orientation of any view are encoded in
the uniform resource locator (URL), which can be shared for
easy collaboration. As open-source software, Neuroglancer is
highly extensible. Its usefulness for collaborative brain stud-
ies has been demonstrated, for example, for segmenting the
full_adult_fly_brain dataset at 4 × 4 × 40 nm3 resolution, result-
ing in 115 TB of image data.[27] Given these promising proper-
ties, we converted the registered microtomography volume of an
entire mouse brain to the efficient pre-computed Neuroglancer
format, which can also be read by siibra-explorer, and then
uploaded it to Ebrains[28] for dissemination.
This work builds on the reconstruction pipeline for ex-

tended field-of-view tomographic reconstruction of entire organs
with cellular resolution initially presented by Rodgers and co-
workers.[29] Here, we report on i) the acquisition of a large mi-
crotomography volume of an entire mouse brain with a pixel
size of 0.65 μm and its ii) reconstruction, iii) registration to the
Allen Mouse Brain CCFv3 atlas, iv) conversion to hierarchical
Neuroglancer format for fast interactive visualization and ac-
cess, and v) dissemination via the Ebrains Data and Knowledge
services. This enables the imaging of an entire mouse brain with
three-dimensional micrometer resolution and efficient sharing
of the microtomography volume.

2. Results and Discussion

2.1. The Full Mouse Brain Dataset

The full mouse brain, defined here to include the cerebellum but
not the olfactory bulbs, was scanned with eight height steps, see
Figure 1b (caudal part of olfactory bulbs at top, brain stem at the
bottom). The resulting stitched dataset contained 14982 × 14982
× 14784 voxels, or 3.3 teravoxels. At 16-bit precision, this cor-
responds to a data size of 6.6 TB (where 1 TB = 1012 bytes). It
should be noted that this reflects the entire reconstructed FOV
of 911 m3 m. Re-orienting and cropping to the approximately
500 mm3 volume of the mouse brain would reduce data size.
Figure 1d (left) shows an overview rendering of the entire

mouse brain data with 8 × 8 × 8 downsampling. Virtual sagit-
tal sectioning as in Figure 1d (right) reveals macroscopic re-
gions such as the isocortex, olfactory areas, hippocampal forma-
tion, cerebral nuclei, fiber tracts, and cerebellum. Renderings of
the full-resolution data in Figure 1d (right) provide in-plane de-
tails similar to conventional histology, but with the benefit of 3D
isotropic resolution. This allows for exploration of the volumetric
data in any virtual slicing plane.
X-ray microtomography belongs to a group of imaging tech-

niques used for mapping brain structures that are three-
dimensionally organized across multiple length scales.[1] MRI
can provide in vivo or in situ neuroimaging of macroscopic
brain structures, but it only reaches voxel sizes down to slightly
below 1mm. Magnetic resonance microscopy can extend res-
olution to tens of μm,[30] though it lacks true cellular resolu-
tion. Conventional histology based on optical microscopy is the
gold standard for evaluation of post-mortem, sectioned brain tis-
sue with sub-cellular resolution. Out-of-plane spatial resolution
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Figure 1. Large field-of-view (FOV) X-ray microtomography of the entire mouse brain. To successively illuminate the entire cross-sectional area, the
rotation axis was displaced relative to the detector and the X-ray beam (a). An exemplary stitched projection is shown at 0 rotation angle for the acquisition
of the mouse brain with 8×8-times extended FOVs (b). Red lines delineate single 2048×2048-pixel detector FOVs that were combined with an overlap
of 200 pixels to form a single 14982×14982-pixel projection. A reconstructed slice is shown with corresponding stitching positions in red (c). Yellow
lines indicate the outline of the mouse brain and blue lines indicate the inner wall of the Eppendorf container used as a sample holder (b, c). After
reconstruction, the volumetric data can be viewed along any virtual slicing direction (d). Views from a sagittal slice are shown, alongside enlarged
regions in the caudoputamen (orange) and cerebellum (cyan).

is limited by section thickness, which is typically on the order
of tens of μm. For example, the highest resolution histology-
based atlas of the entire human brain has 20 μm out-of-plane
resolution.[31] Advanced methods combining two-photon, light-
sheet, or confocal microscopy with sectioning via microtome
or laser ablation[32–34] have allowed for volumetric imaging of
the entire mouse brain with isotropic 1 μm voxels.[35,36] Light
scattering can also be reduced by tissue clearing, allowing op-
tical sectioning for volumetric imaging with high out-of-plane
resolution.[37–39] The disadvantages of these approaches include
time-consuming acquisition and specialized sample prepara-
tion. Hard X-ray microtomography offers isotropic micrometer
resolution for post-mortem samples without clearing or physi-
cal sectioning of tissue. The combination of highly brilliant X-
rays from synchrotron radiation facilities or advanced labora-
tory sources with phase contrast techniques provides excellent

contrast for neuroimaging.[3–6,40] X-raymicrotomography is com-
patible with subsequent optical microscopy, and several studies
have shown a satisfactory spatial agreement and comparable in-
plane resolution between themodalities.[2,40] Generally,MRI, his-
tology, and microtomography are complementary techniques[41]

that can be combined to cover length scales from the entire
brain to sub-cellular details. Compared to histology, X-ray mi-
crotomography offers approximately equal in-plane and supe-
rior out-of-plane resolution, though histology has high speci-
ficity thanks to staining. Compared to MRI techniques, X-ray
microtomography has higher spatial resolution and is capable
of cellular and sub-cellular analysis, while MRI offers better in
vivo and in situ neuroimaging possibilities. X-ray nanotomogra-
phy can provide post-mortem neuroimaging with resolutions be-
yond the optical limit,[9] albeit in smaller volumes compared to
microtomography.
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Table 1. Accuracy of image registration based on landmark error fD from two-fold cross-validation are given for weight configurations of image gradient
(w|∇V|), segmentation (wS), and landmarks (wL). For non-rigid registration,meta-parameters include bending energy penalty weight (wBE), which controls
the smoothness of the deformation field, and control point grid spacing (s) in voxels. The lowest mean landmark error of 0.08mm was achieved for
non-rigid registration with the configuration shown in the last column (gray). The other columns list the best configurations when excluding image
gradients (w|∇V| = 0), segmentations (wS = 0), and/or landmarks (wL = 0). For comparison, the mean landmark error after manual pre-alignment was
2.49mm.

Affine registration Non-rigid registration

w|∇V| 0 10−8 10−8 0 10−8 10−8 0 10−8 10−8 0 10−8 10−8

wS 0 0 1 0 0 1 0 0 1 0 0 1

wL 0 0 0 1 1 1 0 0 0 0.1 0.1 0.1

wBE — — — — — — 100 1000 100 1000 1000 1000

s — — — — — — 16 16 16 16 16 16

fD [mm] 0.25 0.16 0.16 0.14 0.14 0.14 0.40 0.13 0.13 0.09 0.08 0.08

Imaging the in vivo mouse brain with microtomography at a
comparable spatial resolution and contrast to the present post-
mortem data is currently impossible. Regions-of-interest in rat
lungs were imaged with in vivo microtomography at 1.1 μm
voxel size with spatial resolution sufficient to visualize alveoli,[42]

though at substantially reduced contrast-to-noise ratio compared
to equivalent post-mortem scans. While lung imaging relies on
contrast between soft tissue and air, brain imaging is more chal-
lenging, as the phase and the attenuation differences between
soft tissues are much weaker. Additionally, the brain is sur-
rounded by the skull, generally requiring a higher photon energy
for imaging than ex vivo brains and thus providing less contrast
in the soft tissue. The radiodense skull also introduces streak arti-
facts in reconstructions of the brain, as discussed by Croton et al.
for in situ brain imaging of rabbit kittens.[43] The total radiation
dose that can be tolerated by living animals limits the spatial res-
olution that can be achieved at an acceptable contrast-to-noise ra-
tio. Finally, there will be artifacts due to motion caused by breath-
ing and cardiovascular action, even in anesthetized mice. The
projection tiling approach used in this work is highly susceptible
to suchmotion artifacts, as it is not robust to samplemovements.

2.2. Registration to the Allen Mouse Brain Common Coordinate
Framework

The microtmography volume was registered to the Allen Mouse
Brain CCFv3 atlas. Table 1 lists themean registration errors from
twofold cross-validation based on 70manually selected landmark
pairs. Results are shown for the configuration achieving the low-
est errors for affine and non-rigid registration as well as the best
configuration when excluding image gradients (w|∇V| = 0), seg-
mentations (wS = 0), and/or landmarks (wL = 0). Lowest errors
were achieved for affine and non-rigid registration when land-
marks were incorporated into the cost function, i.e., wL > 0. The
weights providing the lowest mean error for the twofold cross-
validation, shown in the last two columns in Table 1, were em-
ployed for the final registration. Note that all 70 selected land-
marks were used for the final registration.
The number of confidently identifiable landmark pairs was

limited by anatomical variations as well as differences in struc-
ture appearances between the microtomography volume and

the average two-photon microscopy CCFv3 template. Landmarks
included ideal point landmarks as well as central positions of
larger anatomical structures. Figure 2 (right) shows image re-
gions around a manually selected landmark from Observer 1
in the original images and after registration. Visual inspection
reveals that non-rigid registration provided reasonable align-
ment of corresponding anatomical structures. The combination
of intensity-based registration and landmark alignment with op-
timized weighting supported robustness against small errors in
manual landmark positions. Further landmarks and their align-
ment after registration can be seen in Figure 3.
Figure 4 shows virtual slices from the atlas template image

and the non-rigidly registered microtomography volume. The re-
sulting alignment enables the observation of similarities and dif-
ferences in anatomy and appearance of structures. Due to the
ill-posed problem of registering multi-modal data across mice,
the alignment is imperfect in some regions. Yet, the alignment
is sufficient to provide an understanding of the anatomical struc-
tures shownwhen overlaidwith the atlas segmentation. Thus, the
present registration is useful for general alignmentwith theAllen
Mouse Brain CCFv3 atlas and navigation, but labels should not
be transferred from the atlas without further refinement. Align-
ment with the CCFv3 also facilitates comparisons of the micro-
tomography volume to histological slices from 132 coronal and
21 sagittal sections provided in the Allen Mouse Brain Reference
Atlas.[44]

In the Allen Mouse Brain CCFv3 template the whole brain vol-
ume is 506 mm3 because the underlying serial two-photon data
of formalin-fixed agarose-immersed brains were scaled to match
the unfixed fresh-frozen Nissl-based template of CCFv1.[24] This
achieved backward compatibility and closeness in volume to
in vivo mouse brains.[45] The mean brain volume in the orig-
inal serial two-photon data used for the CCFv3 template was
435 m3 m.[24] By comparison, transforming the CCFv3 template
to the coordinate frame of our mouse brain dataset in 100%
ethanol produced a volume of 244 m3 m. The local change in
volume as a result of non-rigid registration is shown in the
right column of Figure 4. A smooth shrinkage pattern with a
mean volumetric strain of −48% can be observed, with larger
shrinkage on the outside of the brain. We previously observed
a median volumetric strain of −39% from formalin to ethanol
embedding,[46] which here would correspond to an estimated vol-
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Figure 2. a) Illustration of the distributed hierarchical 3D image registration and transformation framework. (top) Registration was performed with the
32× downsampled microtomography (μCT) images to fit in available memory and have a resolution similar to that of the atlas. (middle) Given an axes-
aligned local image region in atlas space (blue box), the resulting spatial transformation provided the corresponding coordinates in the μCT image space
(green box). (bottom) Local transformation of the original μCT image was then performed by loading only the axis-aligned image region (purple box),
which encloses the potentially skewed green box. Repeating this procedure for all 12 × 12 × 12 local regions in the reference space created the registered
μCT image. b) Registration results at corresponding landmark positions in the original microtomography, the atlas, and the non-rigidly registered μCT
datasets are displayed in virtual coronal (C), horizontal (H), and sagittal (S) planes. Representative landmark pairs were selected by Observer 1 (cyan).
Image intensities for the μCT and the two-photon microscopy-based template of the Allen Mouse Brain CCFv3 atlas were scaled to [1,99] percentile of
pixel intensities. The color bar indicating the linear attenuation coefficient 𝜇 applies to the μCT images.

ume of 400 mm3 in formalin and thereby falls within the range
of volumes reported for the 1675 mouse brains used for the
CCFv3 template.

2.3. Exploring and Disseminating the Full Mouse Brain Dataset

Details of microanatomical structures of the registered microto-
mography volume are shown in Figure 5 for the hippocampal
and striatum dorsal region. The volumetric data can be virtu-
ally sliced along arbitrary planes. For example, Figure 5 shows
six unique virtual orthogonal slices, while physical sectioning
for standard histological analysis only allows for imaging of
parallel planes along a predefined axis. At the highest resolu-
tion, cells, fibers, and other microscopic structures are clearly
visible. The displayed virtual slices were downloaded from the
publicly available dataset via CloudVolume, demonstrating that
this dataset can not only be viewed, but also downloaded for
processing.
Intensity values were stored as 16-bit integers. These can

be converted to linear attenuation coefficients by mapping the
grayscale intensity range [0, 65535] to [− 0.01mm−1, 0.10mm−1].
Note that negative attenuation values are the result of the
distribution of air attenuation being centered at zero and
phase-contrast-based edge enhancement that was not com-

pletely removed during phase retrieval. The gzip-compressed
pre-computed data in Neuroglancer format required a total of
5.4 TB disk storage space. The complete multi-resolution data
have been uploaded to a publicly accessible Ebrains repository[47]

and can be viewed via siibra-explorer using this URL and
in Neuroglancer using this URL. Note that both viewers al-
low encoding the position when sharing a URL, in this case lo-
cated in the caudoputamen. Six resolution levels, in conjunc-
tion with the pre-computed Neuroglancer format with data
chunks of 64 × 64 × 64 voxels, allow fast interactive viewing
via siibra-explorer or Neuroglancer by loading only the re-
quired chunks at the appropriate image resolution. This eases
navigation to microanatomical details and keeping the macro-
scopic overview. Figure 6 illustrates the visualization of the
warped microtomography image in siibra-explorer. The cor-
respondence between themicrotomography volume and the two-
photon template image of the Allen Mouse Brain CCFv3 can be
observed. The microtomography volume can be explored by nav-
igating to predefined brain regions of the Allen Mouse Brain
CCFv3 such as the parabrachial nucleus.

3. Conclusion

Virtual histology based on extended-field X-ray microtomogra-
phy provides isotropic micrometer resolution with sufficiently
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Figure 3. Registration results at corresponding landmark positions in the AllenMouse Brain CCFv3 atlas and the non-rigidly registeredmicrotomography
(μCT) datasets are displayed in virtual coronal (C), horizontal (H), and sagittal (S) planes. Representative landmark pairs selected byObserver 1 (bottom,
cyan) andObserver 2 (top, red) are shown. Image intensities for the μCT and the two-photonmicroscopy-based template of the AllenMouse Brain CCFv3
atlas were scaled to [1, 99] percentile of pixel intensities.

large FOV to image an entiremouse brain. The dataset presented
here provides rich microanatomical detail and forms a basis for
future analyses. Overcoming barriers in sharing, viewing, nav-
igating, and combining these data with existing resources will
unlock collaborations with domain experts who may have lim-
ited experience handling teravoxel-sized imaging data. In this
study, we introduced a dedicated data processing pipeline toman-

age terabyte-sized virtual histology datasets and integrate them
with open-source interactive viewers. The reconstructed tomog-
raphy data were registered and transformed into a common co-
ordinate system, then made accessible through an online repos-
itory in a hierarchical format for exploration via web browser-
based viewers. Crucially, the data’s compatibility with tools like
siibra-explorer and Neuroglancer allows users to apply ex-
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Figure 4. Non-rigid registration results. Virtual coronal (C), horizontal (H), and sagittal (S) slices are shown from the two-photon microscopy-based
template of the Allen Mouse Brain CCFv3 atlas,[24] the non-rigidly registered microtomography (μCT) volume, and the volumetric strain as a result of
registration.

isting labels from other datasets to rapidly identify areas of in-
terest, overlay the microtomography volumes with images from
othermodalities, and share specific location coordinates via URL,
facilitating collaboration with peers.

4. Experimental Section
Preparation of the Mouse Brain: The imaged mouse brain came from a

wild-type 12-week-old female C57BL/6JRj mouse (Janvier Labs, Le Genest-
Saint-Isle, France). Tissue collection was approved by the veterinary office
of the Canton of Bern (license BE98/2020). The mouse was transcardially
perfused with 4% paraformaldehyde (PFA; Merck, Darmstadt, Germany)
/ phosphate buffered saline (PBS) pH 7.4 under Ketamine/Xylazine anes-
thesia, then the brain was dissected and immersed in 4% PFA / PBS. For
measurement, the brain was dehydrated in ethanol, which has been shown
to enhance tissue contrast.[46,48–50] Dehydration was performed by 2-h im-
mersion in 20 mL of 50%, 70%, 80%, 90% and 100% ethanol (Carl Roth
GmbH, Karlsruhe, Germany).

Extended-Field Microtomography: The mouse brain was imaged at the
Anatomix beamline at Synchrotron Soleil (Saint-Aubin, France).[17,18]

A polychromatic X-ray beam (white beam) was used. The absence of re-
flective elements such as a crystal monochromator in the path of the fil-
tered white X-ray beam results in a particularly stable beam profile, re-

ducing image artifacts. The energy spectrum of the beam was adapted
to provide a reasonable trade-off between contrast, which is typically bet-
ter at lower photon energies, and intensity transmission through the ob-
ject, and thus, signal-to-noise ratio in the images, which is typically bet-
ter at higher photon energies. The selected configuration consisted of a
succession of transmission filters with cumulative thicknesses of 600 μm
diamond, 26 μm Au and 100 μm Cu, resulting in an effective mean pho-
ton energy around 38 keV. The undulator X-ray source was operated at a
magnetic gap of 5.5mm, the minimum authorized value, to maximize the
integral photon flux. Projections were recorded with an effective pixel size
of 0.65 μm on a scientific CMOS camera (Hamamatsu Orca Flash 4.0 V2,
2048 × 2048 pixels, 6.5 μm physical pixel size) coupled to a 20-μm-thick
LuAG scintillator viamicroscope optics with 10×magnification (numerical
aperture 0.28, Mitutoyo Corporation, Kanagawa, Japan).[51] An exposure
time of 100ms was selected to fill half of the detector’s dynamic range,
thus avoiding saturated pixels and reducing the severity of ring artifacts.
As soft biological tissues have minute differences in X-ray attenuation, the
image contrast can be improved by considering the phase shift of the X-
rays. In propagation-based phase contrast mode, refraction at material
interfaces is made visible by allowing propagation of X-rays between the
object and the detector. Phase information can then be retrieved from ra-
diographs through Fourier-space filtering. Here, the detector was placed
50mm downstream of the sample, which was close to the critical near-
field distance to ensure that propagation-based blurring does not exceed
two pixels.[52]
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Figure 5. Microanatomical details from the a) hippocampal and b) striatum dorsal regions are shown in orthogonal virtual coronal (C), horizontal
(H), and sagittal (S) slices of the microtomography volume registered to the Allen Mouse Brain CCFv3 atlas. a) Magnified views reveal structures of
increasing detail, with arrows indicating (yellow) the hippocampus (including dentate gyrus and Ammon’s horn), (orange) the CA1 field of Ammon’s
horn, and (red) the nucleus of an individual pyramidal neuron. b) Details from the striatum dorsal region are shown with arrows indicating (yellow)
caudoputamen, (orange) fiber tracts, and (red) the nucleus of a single neuron. Multi-resolution datasets are publicly shared in gzip-compressed pre-
computed Neuroglancer format.
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Figure 6. Browser-based navigation of the publicly available mouse brain dataset. Virtual orthogonal slices from the microtomography data are
displayed with an overlaid segmentation of the parabrachial nucleus region from the Allen Mouse Brain CCFv3 using the siibra-explorer

tool. The multi-resolution viewer allows for exploring the full dataset at lower resolutions (left), while still loading the full-resolution data at
higher magnifications (right). The images are taken directly from screenshots of the siibra-explorer displayed in a web browser. Scale bars
in the upper left panels apply to all three orthogonal slices. Data are available at https://atlases.ebrains.eu/viewer/#/a:juelich:iav:atlas:v1.0.0:
2/t:minds:core:referencespace:v1.0.0:265d32a0-3d84-40a5-926f-bf89f68212b9/p:minds:core:parcellationatlas:v1.0.0:05655b58-3b6f-49db-b285-
64b5a0276f83/@:0.0.0.-W000._OxY5.2-R7uW._dgC7.z2bPe.kvK.4y1C.E8dF⟨.ZT9.1QN/vs:v1-AQAB/x-overlay-layer:precomputed:%2F%2Fhttps:
%2F%2Fdata-proxy.ebrains.eu%2Fapi%2Fv1%2Fbuckets%2Fd-256fb2ff-93b2-4f3f-abbd-ccee0e52b020 this URL.

The detector’s FOVwas extended by a factor of eight both perpendicular
to and along the axis of rotation, see Figure 1a–c. At each height, four 360°-
acquisitions were recorded with 9000 projections and offset rotation axis
to allow for about 200 pixels of overlap. This schemewas repeated for eight
height steps with about 200 pixels of overlap. Each individual acquisition
took around 15 min using continuous rotation mode, resulting in a total
scan time of about 8 h. The tilt of the rotation stage must be aligned to a
precision better than 70 μrad, as a reconstructed slice is only 0.65 μm thick
but 10mm wide.

Reconstruction of Extended Field-of-View Tomography Data: The pro-
cessing of the extended-field microtomography was divided into three
steps, i) determination of the rotation axis and projection stitching posi-
tions, ii) blending of extended projections, phase retrieval, and ring artifact
correction, iii) tomographic reconstruction. These stepswere controlled by
a parameter file and run as batch jobs, either locally or on scientific com-
puting infrastructure such as sciCORE[53] at theUniversity of Basel. For the
stitching of 8 × 8 images to one full projection per angle, see Figure 1b,
the translational offsets between neighboring tiles were determined glob-
ally and then applied to each angle. The recorded motor positions were
taken as an initial estimate for the translations between scans. The offset
positions were further refined using sets of projections at ten equidistant
angles bymaximizing the normalized correlation coefficient in the overlap-
ping region of adjacent frames. The final offset positions were taken as the
mean of the values for these ten angles weighted by the peak prominence
of the normalized correlation coefficient. Extended projections were as-
sembled with these determined offset positions. For overlapping regions,
the image intensities of adjacent tiles were combined with linear blending,
where the original intensities I1 and I2 are mapped to a linear combination
Iblend = 𝛼I1 + (1 − 𝛼)I2, with 𝛼 ∈ [0, 1] denoting the position in the overlap
region. Propagation-based phase retrieval using the method introduced
by Paganin et al.[54] was applied, assuming a ratio of 𝛿/𝛽 = 140 between
the real and imaginary components of the refractive index n = 1 − 𝛿 +
i𝛽. This parameter was chosen based on visual inspection of trial recon-

structions, striking a balance between contrast and spatial resolution.[55]

Note that the filter wasmodified to removemultiplication by the factor 1/𝜇
(see Equation (3) in Weitkamp et al.[52]). This enables the interpretation
of reconstructed values as linear attenuation coefficient. For ring artifact
correction, the mean of flat-field-corrected projections was taken over all
rotation angles. A high pass filter was applied to isolate inhomogeneities
leading to ring artifacts. This filtered mean projection was subtracted from
all projections. The flat-field corrected, phase-retrieved, and blended pro-
jections were stored in Tagged Image File Format (TIFF) with tiling in
32-line strips for quick block-wise reading.[56] Overall, 4495 projections
were produced, each measuring 14982 × 14982 pixels. Tomographic re-
construction was performed using a Fourier space re-gridding reconstruc-
tion algorithm[57,58] implemented in tomopy (version 1.4.2)[59] on blocks
of 32 sinograms. The reconstructed slices were rescaled to 16-bit signed
integer range representing attenuation values spanning [− 0.01m−1m,
0.10m−1m] and stored in TIFF format.

The spatial resolution of the reconstructed data was estimated using
the Fourier shell correlation (FSC).[60] A 154 × 1020 × 1020 voxel volume
located in the overlap of height steps three and four was reconstructed
from two independent sets of projections. The two resulting volumes were
multiplied with a Hamming window[61] to remove discontinuities at the
borders.[62,63] The FSC curve was smoothed by applying a third order
Savitzky–Golay filter[64] with window length 50. The spatial resolution, de-
fined as the width of the smallest resolvable line pair, was determined as
the inverse of the crossover frequency of the smoothed FSC with the 3𝜎-
curve.[65] This resulted in a spatial resolution of 1.7 μm (full modulation
period).

Volume renderings of the reconstructed data were prepared with
VGStudio MAX 2.1 (Volume Graphics, Heidelberg, Germany) and are
shown in Figure 1.

Registration to the Allen Mouse Brain Common Coordinate Framework:
Three-dimensional registration of large volumes requires substantial com-
putational resources. For example, in a prior study the full mouse brain
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volumes had to be downsampled to 9.3-μm-wide voxels and the num-
ber of transformation parameters had to be limited to one displace-
ment vector per 123 voxels to fit into the 144 GB memory of the used
workstation.[46,66]

To address this challenge, a distributed hierarchical method involving
sub-volume registrationwas developed for the present full-resolution data.
The process is illustrated in Figure 2. Initially, the volumes were down-
sampled to a size that allows them and the associated transformation pa-
rameters to be stored in memory during the image registration process.
Subsequently, image registration was conducted for these low-resolution
volumes. The resulting spatial transformation was employed to define
corresponding local regions (Figure 2, left, middle row). Axes-aligned re-
gions of interest in the full-resolution volumes can then be processed in-
dependently. This involves transforming them in accordance with the low-
resolution registration outcomes, as illustrated in Figure 2 (bottom row),
and/or registering them in instances where the degree of downsampling
prevented accurate alignment of fine anatomical structures.

This pipeline was employed for registering the microtomography vol-
ume to the template image of the Allen Mouse Brain CCFv3,[24] namely
a hemisphere-symmetric population average volume generated from two-
photon microscopy images of 1675 mouse brains. For image registration,
we used the open-source software elastix[67,68] (version 5.0), as it of-
fers standard registration functionalities as well as further useful features
such as incorporation of landmark correspondences in the optimization
function and definition of image regions to be registered.

The tomography data were downsampled by a factor of 32 × 32 × 32,
i.e., to isotropic voxels of 20.8 μmsize, to approximate the resolution of the
atlas, which has an isotropic voxel size of 25.0 μm. Volumes were firstman-
ually aligned via a similarity transformation using ITK-SNAP[69] (version
3.8.0). To tune and guide registration, two observers each manually se-
lected 35 corresponding landmark pairs LF and LM, where subscripts F and
M denote fixed and moving image space, respectively. These landmarks
from both observers were split into two equally sized sets to perform two-
fold cross-validation to determine suitable registration meta-parameters.
Besides the image volumes, i.e., the fixed atlas template VF and the mov-
ing microtomography VM, image gradient magnitudes |∇VF| and |∇VM|
as well as full brain segmentations SF and SM were used in a multi-image,
multi-metric registration. Thus, the spatial transformation T was deter-
mined by minimizing the cost function C given in Equation (1):

C = f−MI(IF, T(IM)) + w|∇V|fMSD(|∇VF|, T(|∇VM|))

+ wSf−KS(SF, T(SM)) + wLfD(T(LF), LM) + wBEfBE(T)
(1)

The cost function C includes terms for i) negative mutual information f−MI
to account for the non-linear relationship between the two modalities, ii)
mean squared difference fMSD of the image gradient magnitudes to en-
sure edge alignment, iii) negative Kappa statistics f−KS to maximize over-
lap between segmentations, iv) mean Euclidean distance fD between land-
marks to guide alignment, and v) bending energy penalty fBE to promote
smooth transformations. To include the brain boundaries, image dissimi-
larity measures f−MI, fMSD and f−KS were determined for an extended brain
region, i.e., within SF and SM dilated by a sphere of radius ten voxels. We
tested the usefulness of incorporating |∇V| and S in the registration, since
the image gradient magnitudes will guide the local alignment of edges
and the segmentations will support global alignment. The bending en-
ergy is defined as the sum of the second-order spatial derivatives of the
transformation,[70] and the related cost term fBE penalizes sharp changes
in the non-rigid transformation.

Registration was based on manual alignment with a similarity trans-
formation, followed by automatic affine and then deformable registration
using a grid of control points with a spacing of s voxels interpolated with
cubic B-Splines. Based on initial tests and the relative values of the cost
functions, the registration meta-parameters were tested in the following
ranges: w|∇V| ∈ {0, 10−8}, wS ∈ {0, 1}, wL ∈ {0, 0.1, 1}, wBE ∈ {1, 10, 100,
1000, 10000, 100000}, and s ∈ {32, 16}. Finally, the images were regis-
tered using 70 landmarks and registration meta-parameters providing the
lowest mean error for both cross-validation folds.

The full resolution tomography volume (moving volume) was warped
to the atlas (fixed volume) by dividing the fixed space into 12 × 12 × 12
target subregions, such that the axes-aligned extendedmoving image sub-
region (purple bounding box in bottom row of Figure 2), the moving im-
age transformed subregion (blue box in bottom row of Figure 2), and the
transformation parameters all fit in memory for an isotropic target voxel
resolution of 0.65 μm.

Visualization and Sharing of TB-Sized Data: For dissemination and ex-
ploration of the registered data, siibra-explorer and Neuroglancer

were used. Neuroglancer is an open-source browser-based interactive
visualization platform that supports datasets up to petabyte size.[26] The
warped microtomography volume was transformed into gzip-compressed
chunks of 64 × 64 × 64 voxels in sharded pre-computed Neuroglancer

format at six resolution levels, i.e., 0.65, 1.3, 2.6, 5.2, 10.4 and 20.8 μm for
efficient visualization. The sharded format combines all chunks into a fixed
number of larger shard files to avoid the performance penalties incurred
by many small files. For this dataset, the number of required files was sub-
stantially reduced from 20312064 to 4959. The sharded chunks were pro-
duced using the open-source software Igneous (version 4.19.2).[71] The
pre-computed data were uploaded to an Ebrains repository, where they
can be publicly accessed with siibra-explorer or the Neuroglancer
viewer using the corresponding URL. In siibra-explorer, users can
navigate to more than 1300 predefined Allen Mouse Brain CCFv3 regions
by their anatomical names using the underlying hierarchical ontology.[24]

The data can also be accessed and processed by suitable software includ-
ing CloudVolume[72] in combination with Igneous.
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J. Klohs, N. Rama, H. Boutin, S. Singh, C. Olivier, M. Wiart, E. Brun,
S. Bohic, F. Chauveau, Acta Biomater. 2023, 170, 260.

[8] P. Cloetens, W. Ludwig, J. Baruchel, D. Van Dyck, J. Van Landuyt, J. P.
Guigay, M. Schlenker, Appl. Phys. Lett. 1999, 75, 2912.

[9] A. Khimchenko, C. Bikis, A. Pacureanu, S. E. Hieber, P. Thalmann,
H. Deyhle, G. Schweighauser, J. Hench, S. Frank, M. Müller-Gerbl, G.
Schulz, P. Cloetens, B. Müller, Adv. Sci. 2018, 5, 1700694.

[10] A. T. Kuan, J. S. Phelps, L. A. Thomas, T. M. Nguyen, J. Han, C.-L.
Chen, A. W. Azevedo, J. C. Tuthill, J. Funke, P. Cloetens, A. Pacureanu,
W.-C. A. Lee, Nat. Neurosci. 2020, 23, 1637.

[11] Y. Ma, P. R. Hof, S. C. Grant, S. J. Blackband, R. Bennett, L. Slatest,
M. D. McGuigan, H. Benveniste, Neuroscience 2005, 135, 1203.

[12] R. Vescovi, M. Du, V. de Andrade, W. Scullin, D. Gürsoy, C. Jacobsen,
J. Synchrotron Radiat. 2018, 25, 1478.

[13] M. Du, R. Vescovi, K. Fezzaa, C. Jacobsen, D. Gürsoy, J. Opt. Soc. Am.
A 2018, 35, 1871.

[14] A. Miettinen, I. V. Oikonomidis, A. Bonnin, M. Stampanoni, Bioinfor-
matics 2019, 35, 5290.

[15] N. T. Vo, R. C. Atwood, M. Drakopoulos, T. Connolley, Opt. Express
2021, 29, 17849.

[16] S. Foxley, V. Sampathkumar, V. De Andrade, S. Trinkle, A. Sorokina,
K. Norwood, P. La Riviere, N. Kasthuri, NeuroImage 2021, 238,
118250.

[17] T. Weitkamp, M. Scheel, J. L. Giorgetta, V. Joyet, V. L. Roux, G.
Cauchon, T. Moreno, F. Polack, A. Thompson, J. P. Samama, J. Phys.:
Conf. Ser. 2017, 849, 012037.

[18] T. Weitkamp, M. Scheel, J. Perrin, G. Daniel, A. King, V. L. Roux, J.
L. Giorgetta, A. Carcy, F. Langlois, K. Desjardins, C. Menneglier, M.
Cerato, C. Engblom, G. Cauchon, T. Moreno, C. Rivard, Y. Gohon, F.
Polack, J. Phys.: Conf. Ser. 2022, 2380, 012122.

[19] A. Kyrieleis, M. Ibison, V. Titarenko, P. J. Withers,Nucl. Instrum.Meth-
ods Phys. Res., Sect. A 2009, 607, 677.

[20] R. F. C. Vescovi, M. B. Cardoso, E. X. Miqueles, J. Synchrotron Radiat.
2017, 24, 686.

[21] A. Kyrieleis, V. Titarenko, M. Ibison, T. Connolley, P. J. Withers, J. Mi-
crosc. 2011, 241, 69.

[22] J. C. da Silva, M. Guizar-Sicairos, M. Holler, A. Diaz, J. A. van
Bokhoven, O. Bunk, A. Menzel, Opt. Express 2018, 26, 16752.

[23] A.-L. Robisch, J. Frohn, T. Salditt, Phys. Med. Biol. 2020, 65, 235034.
[24] Q. Wang, S.-L. Ding, Y. Li, J. Royall, D. Feng, P. Lesnar, N. Graddis,

M. Naeemi, B. Facer, A. Ho, T. Dolbeare, B. Blanchard, N. Dee, W.
Wakeman, K. E. Hirokawa, A. Szafer, S. M. Sunkin, S. W. Oh, A.
Bernard, J. W. Phillips, M. Hawrylycz, C. Koch, H. Zeng, J. A. Harris,
L. Ng, Cell 2020, 181, 936.

[25] X. Gui, D. Gogshelidze, C. Schiffer, T. Dickscheid, A. N. Simsek, FZJ-
INM1-BDA/siibra-explorer, 2023, https://doi.org/10.5281/zenodo.
10390355, V2.14.4.

[26] J. Maitin-Shepard, A. Baden, W. Silversmith, E. Perlman, F. Collman,
T. Blakely, J. Funke, C. Jordan, B. Falk, N. Kemnitz, tingzhao, C.
Roat, M. Castro, S. Jagannathan, moenigin, J. Clements, A. Hoag,

B. Katz, D. Parsons, J. Wu, L. Kamentsky, P. Chervakov, P. Hubbard,
S. Berg, J. Hoffer, A. Halageri, C. Machacek, K. Mader, L. Roeder, P.
H. Li, google/neuroglancer, 2021, https://doi.org/10.5281/zenodo.
5573294, V2.23.

[27] Z. Zheng, J. S. Lauritzen, E. Perlman, C. G. Robinson, M. Nichols,
D. Milkie, O. Torrens, J. Price, C. B. Fisher, N. Sharifi, S. A. Calle-
Schuler, L. Kmecova, I. J. Ali, B. Karsh, E. T. Trautman, J. A. Bogovic,
P. Hanslovsky, G. S. X. E. Jefferis, M. Kazhdan, K. Khairy, S. Saalfeld,
R. D. Fetter, D. D. Bock, Cell 2018, 174, 730.

[28] EBRAINS, https://www.ebrains.eu/, (accessed: April 2024).
[29] G. Rodgers, C. Tanner, G. Schulz, T. Weitkamp, M. Scheel, M. G.

Alarcón, V. Kurtcuoglu, B. Müller, in Developments in X-Ray Tomog-
raphy XIV, vol. 12242, Proc. SPIE, 2022, pp. 323–335.

[30] J. O. S. H. Cleary, A. R. Guimarães, in Pathobiology of Human Disease,
(Eds.: L. M. McManus, R. N. Mitchell), Academic Press, San Diego,
2014, pp. 3987–4004.

[31] K. Amunts, C. Lepage, L. Borgeat, H. Mohlberg, T. Dickscheid, M.-É.
Rousseau, S. Bludau, P.-L. Bazin, L. B. Lewis, A.-M. Oros-Peusquens,
N. J. Shah, T. Lippert, K. Zilles, A. C. Evans, Science 2013, 340, 1472.

[32] P. S. Tsai, B. Friedman, A. I. Ifarraguerri, B. D. Thompson, V. Lev-Ram,
C. B. Schaffer, Q. Xiong, R. Y. Tsien, J. A. Squier, D. Kleinfeld, Neuron
2003, 39, 27.

[33] T. Ragan, L. R. Kadiri, K. U. Venkataraju, K. Bahlmann, J. Sutin, J.
Taranda, I. Arganda-Carreras, Y. Kim, H. S. Seung, P. Osten, Nat.
Methods 2012, 9, 255.

[34] A. Li, H. Gong, B. Zhang, Q. Wang, C. Yan, J. Wu, Q. Liu, S. Zeng, Q.
Luo, Science 2010, 330, 1404.

[35] J. Wu, Y. He, Z. Yang, C. Guo, Q. Luo, W. Zhou, S. Chen, A. Li, B.
Xiong, T. Jiang, H. Gong, NeuroImage 2014, 87, 199.

[36] S. W. Oh, J. A. Harris, L. Ng, B. Winslow, N. Cain, S. Mihalas, Q.
Wang, C. Lau, L. Kuan, A. M. Henry, M. T Mortrud, B Ouellette, T.
N Nguyen, S. A Sorensen, C. R Slaughterbeck, W Wakeman, Y Li,
D Feng, A Ho, E Nicholas, K. E Hirokawa, P Bohn, K. M Joines, H
Peng, M. J Hawrylycz, J. W Phillips, J. G Hohmann, P Wohnoutka, C.
R Gerfen, C Koch, et al., Nature 2014, 508, 207.

[37] K. Chung, J. Wallace, S.-Y. Kim, S. Kalyanasundaram, A. S. Andalman,
T. J. Davidson, J. J. Mirzabekov, K. A. Zalocusky, J. Mattis, A. K.
Denisin, S. Pak, H. Bernstein, C. Ramakrishnan, L. Grosenick, V.
Gradinaru, K. Deisseroth, Nature 2013, 497, 332.

[38] K. Chung, K. Deisseroth, Nat. Methods 2013, 10, 508.
[39] D. S. Richardson, J. W. Lichtman, Cell 2015, 162, 246.
[40] G. Rodgers, C. Bikis, P. Janz, C. Tanner, G. Schulz, P. Thalmann, C. A.

Haas, B. Müller,Microsc. Microanal. 2023, 29, 1730.
[41] G. Schulz, C. Waschkies, F. Pfeiffer, I. Zanette, T. Weitkamp, C. David,

B. Müller, Sci. Rep. 2012, 2, 826.
[42] G. Lovric, R. Mokso, F. Arcadu, I. Vogiatzis Oikonomidis, J. C.

Schittny, M. Roth-Kleiner, M. Stampanoni, Sci. Rep. 2017, 7, 12545.
[43] L. C. P. Croton, K. S. Morgan, D. M. Paganin, L. T. Kerr, M. J. Wallace,

K. J. Crossley, S. L. Miller, N. Yagi, K. Uesugi, S. B. Hooper, M. J.
Kitchen, Sci. Rep. 2018, 8, 11412.

[44] E. S. Lein, M. J. Hawrylycz, N. Ao, M. Ayres, A. Bensinger, A. Bernard,
A. F. Boe, M. S. Boguski, K. S. Brockway, E. J. Byrnes, L. Chen, L.
Chen, T.-M. Chen, M. Chi Chin, J. Chong, B. E. Crook, A. Czaplinska,
C. N. Dang, S. Datta, N. R. Dee, A. L. Desaki, T. Desta, E. Diep, T. A.
Dolbeare, M. J. Donelan, H.-W. Dong, J. G. Dougherty, B. J. Duncan,
A. J. Ebbert, G. Eichele, et al., Nature 2007, 445, 168.

[45] Y. Ma, D. Smith, P. R. Hof, B. Foerster, S. Hamilton, S. J. Blackband,
M. Yu, H. Benveniste, Front. Neuroanat. 2008, 2, 175.

[46] G. Rodgers, C. Tanner, G. Schulz, A. Migga, W. Kuo, C. Bikis, M.
Scheel, V. Kurtcuoglu, T. Weitkamp, B. Müller, J. Neurosci. Methods
2022, 365, 109385.

[47] M. Humbel, C. Tanner, M. Girona Alarcón, G. Schulz, T. Weitkamp,
M. Scheel, V. Kurtcuoglu, B.Müller, G. Rodgers,Mosaicmicrotomog-
raphy of an entire mouse brain with sub-micron pixel size, EBRAINS,
2025, https://doi.org/10.25493/JWM7-2G1, V2.0.

Adv. Sci. 2025, 2416879 2416879 (11 of 12) © 2025 The Author(s). Advanced Science published by Wiley-VCH GmbH

 21983844, 0, D
ow

nloaded from
 https://advanced.onlinelibrary.w

iley.com
/doi/10.1002/advs.202416879 by U

niversitatsbibliothek B
asel, W

iley O
nline L

ibrary on [01/05/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

http://www.advancedsciencenews.com
http://www.advancedscience.com
https://doi.org/10.5281/zenodo.10390355
https://doi.org/10.5281/zenodo.10390355
https://doi.org/10.5281/zenodo.5573294
https://doi.org/10.5281/zenodo.5573294
https://www.ebrains.eu/
https://doi.org/10.25493/JWM7-2G1


www.advancedsciencenews.com www.advancedscience.com

[48] M. Töpperwien, A. Markus, F. Alves, T. Salditt,NeuroImage 2019, 199,
70.

[49] G. Rodgers, W. Kuo, G. Schulz, M. Scheel, A. Migga, C. Bikis, C.
Tanner, V. Kurtcuoglu, T. Weitkamp, B. Müller, J. Neurosci. Methods
2021, 364, 109354.

[50] J. Brunet, C. L. Walsh, W. L. Wagner, A. Bellier, C. Werlein, S. Marussi,
D. D. Jonigk, S. E. Verleden, M. Ackermann, P. D. Lee, P. Tafforeau,
Nat. Protoc. 2023, 18, 1441.

[51] K. Desjardins, A. Carcy, J.-L. Giorgetta, C. Menneglier, M. Scheel, T.
Weitkamp, inMechanical Eng. Design of Synchrotron Radiation Equip-
ment and Instrumentation (MEDSI’18), Paris, France, 25-29 June 2018,
JACOW Publishing, Geneva, Switzerland, ISBN 978-3-95450-207-3,
2018, pp. 355–357.

[52] T. Weitkamp, D. Haas, D. Wegrzynek, A. Rack, J. Synchrotron Radiat.
2011, 18, 617.

[53] sciCORE, https://scicore.unibas.ch/, (accessed: April 2024).
[54] D. Paganin, S. C. Mayo, T. E. Gureyev, P. R. Miller, S. W. Wilkins, J.

Microsc. 2002, 206, 33.
[55] G. Rodgers, G. Schulz, H. Deyhle, W. Kuo, C. Rau, T. Weitkamp, B.

Müller, Appl. Phys. Lett. 2020, 116, 023702.
[56] Aldus Corporation, TIFF 6.0 specification, https://www.itu.int/

itudoc/itu-t/com16/tiff-fx/docs/tiff6.pdf , 1992, (accessed: Oct
2024).

[57] B. A. Dowd, G. H. Campbell, R. B. Marr, V. V. Nagarkar, S. V. Tipnis,
L. Axe, D. P. Siddons, in Developments in X-Ray Tomography II, vol.
3772, Proc. SPIE 1999, pp. 224–236.

[58] M. L. Rivers, in Developments in X-Ray Tomography VIII, vol. 8506,
Proc. SPIE 2012, pp. 169–181.

[59] D. Gürsoy, F. De Carlo, X. Xiao, C. Jacobsen, J. Synchrotron Radiat.
2014, 21, 1188.

[60] G. Harauz, M. van Heel, Optik 1986, 73, 146.
[61] R. Blackman, J. Tukey, The Measurement of Power Spectra from the

Point of View of Communications Engineering, Dover Publications,
New York, 1958.

[62] R. P. J. Nieuwenhuizen, K. A. Lidke, M. Bates, D. L. Puig,
D. Grünwald, S. Stallinga, B. Rieger, Nat. Methods 2013, 10,
557.

[63] K. Shaker, I. Häggmark, J. Reichmann, M. Arsenian-Henriksson, H.
M. Hertz, Commun. Phys. 2021, 4, 1.

[64] A. Savitzky, M. J. E. Golay, Anal. Chem. 1964, 36, 1627.
[65] M. van Heel, M. Schatz, J. Struct. Biol. 2005, 151, 250.
[66] G. Rodgers, G. Schulz,W. Kuo,M. Scheel, V. Kurtcuoglu, T.Weitkamp,

B. Müller, C. Tanner, in Bioinspiration, Biomimetics, and Bioreplication
XI, vol. 11586, Proc. SPIE 2021, p. 115860I.

[67] S. Klein, M. Staring, K. Murphy, M. A. Viergever, J. P. W. Pluim, IEEE
T. Med. Imaging 2010, 29, 196.

[68] D. Shamonin, E. Bron, B. Lelieveldt, M. Smits, S. Klein, M. Staring,
Front. Neuroinform. 2014, 7, 50.

[69] P. A. Yushkevich, Y. Gao, G. Gerig, in Int. Conf. of the IEEE
Engineering in Medicine and Biology Society 2016, pp. 3342–
3345.

[70] D. Rueckert, L. Sonoda, C. Hayes, D. Hill, M. Leach, D. Hawkes, IEEE
Trans. Med. Imaging 1999, 18, 712.

[71] W. Silversmith, A. Zlateski, J. A. Bae, I. Tartavull, N. Kemnitz, J. Wu,
H. S. Seung, Front. Neural Circuits 2022, 16, 977700.

[72] W. Silversmith, F. Collman, N. Kemnitz, J. Wu, M. Castro, B.
Falk, C. Roat, T. Macrina, E. Perlman, S. Mu, A. Halageri, P.
Gunn, S. Jagannathan, A. Hoag, N. Turner, S. Dorkenwald, seung-
lab/cloud-volume, 2021, https://doi.org/10.5281/zenodo.5671443,
V5.3.2.

Adv. Sci. 2025, 2416879 2416879 (12 of 12) © 2025 The Author(s). Advanced Science published by Wiley-VCH GmbH

 21983844, 0, D
ow

nloaded from
 https://advanced.onlinelibrary.w

iley.com
/doi/10.1002/advs.202416879 by U

niversitatsbibliothek B
asel, W

iley O
nline L

ibrary on [01/05/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

http://www.advancedsciencenews.com
http://www.advancedscience.com
https://scicore.unibas.ch/
https://www.itu.int/itudoc/itu-t/com16/tiff-fx/docs/tiff6.pdf
https://www.itu.int/itudoc/itu-t/com16/tiff-fx/docs/tiff6.pdf
https://doi.org/10.5281/zenodo.5671443

