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What is Weak Supervision?
In Deep Learning the power of a model largely depends on the
amount and quality of data it is trained on. Supervised models
usually need a target label for each datapoint for training. This
allows the model to capture the relationship between input and
output. We distinguish between following types of supervision:

Full Supervision: Weak Supervision:
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Image source: MICCAI BRATS 2015

Why Weak Supervision?
Advantages and challenges of weak supervision:

+ Producing weakly labelled data is cheap, or even already avail-
able, while full segmentations require an expert labelling each
pixel.

+ Weak supervision does not have to deal with the noise and bias
of the expert labels.

+ A model trained using weak supervision might potentially detect
new symptoms of a known disease.

– It is not obvious how to build a model that can be trained using
only weak supervision.

– The state-of-the-art weakly supervised methods are still outper-
formed by fully supervised methods.

Paired vs. Unpaired Domain Translation
When we consider the task of domain translation we distinguish
two settings: paired and unpaired translation. In the paired setting
we have images with the same content in both domains (e.g. T1
and T2 MRIs of the same object) while in the unpaired setting we
have no corresponding images across the domains (e.g. healthy and
diseased organs).
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Fig. 1: Paired vs. unpaired data
We can also consider weakly labeled data as unpaired data, and try
to apply unpaired domain translation models.
Image source: MICCAI BRATS 2015

Examples of Domain Translation Models
Andermatt et al. proposed PathoGAN [1] for weakly supervised
image segmentation, an extension of the seminal unpaired image-
to-image translation model CycleGAN [2].

Fig. 2: A complete cycle in CycleGAN.

Instead of the standard generators used in CycleGAN (see fig 2), a
more sophisticated model was used which includes a skip connection
(see Fig. 3) to pass the information about the pathology around
the pseudo healthy domain.
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Fig. 3: One pass through the P → H → P -cycle in the PathoGAN
model proposed by Andermatt et al.[1].

Xia et al.[3] proposed a model (see Fig. 4) intended for the genera-
tion of healthy looking images from images that contain pathologies
as a means of augmenting training data for training other models
or for the use in education.

Fig. 4: Translation including segmentation and reconstruction in the
model proposed by Xia et al.[3].

Vorontsov et al.[4] tried to use both fully- and weakly-labelled data
to perform segmentation. To include weakly labelled data they also
proposed a domain translation approach (see Fig. 5).
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Fig. 5: One forward pass of an image from the P -domain in the model
proposed by Vorontsov et al.[4].
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Image source: Vorontsov et al.[4].
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